Abstract—With voice driven type design (VDTD), we introduce a novel concept to present written information in the digital age. While the shape of a single typographical character has been treated as an unchangeable property until today, we present an innovative method to adjust the shape of each single character according to particular acoustic features in the spoken reference. Thereby, we allow to keep some individuality and to gain additional value in written text which offers different applications – providing meta-information in subtitles and chats, supporting deaf and hearing impaired people, illustrating intonation and accentuation in books for language learners, giving hints how to sing – up to artistic expression. By conducting a user study we have demonstrated that – using our proposed approach – loudness, pitch and speed can be represented visually by changing the shape of each character. By complementing homogeneous type design with these parameters, the original intention and characteristics of the speaker (personal expression and intonation) are better supported.
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I. INTRODUCTION

The beginning of cultural evolution started with personal communication, first in oral and later also in written form. Both forms, oral and handwritten, do not only include the transfer of pure information, but are also a form of personal expression.\(^1\) This, however, changed with the invention of using movable components (usually individual letters and punctuations) to reproduce the elements of a document. The world’s first known movable type system was created in China around 1040 by Bi Sheng [2]. But not before the introduction of the movable-type printing system in Europe by Johannes Gutenberg around the 1450s [3], movable types could demonstrate their superiority. In contrast to the thousands of characters needed in the Chinese writing system, European languages need a much lower number which makes it much easier to handle. After their invention in the 1860s, typewriters became a convenient tool for practically all written communication and quickly replaced handwriting except for personal correspondence [4]. While industrialization necessitated standardization of type in that replication process and their materials [4], digitization offers a liberation of these stringent formats: Fonts have been developed in all kind of flavors. But keys, since the invention of the typewriter, stayed the preliminary input modality. This has also not been changed in the late 1960s by the invention of the word processor [4]. Due to this restriction of keys which provide only two states on/off and time information, we are not able to express individual characteristics.

These individual characteristics, intonation as well as the emotional state can then only be ‘reconstructed’ either by explicit reference (e.g. “I’m happy!”) or other verbal (e.g. linguistic behavior such as changes in disagreement, affect terms, and verbosity) or nonverbal cues (e.g. use of punctuation or emoticons [5]) [6]. Speech as an alternative form of input modality, in contrast to a keyboard, contains more information. This is complementary to text and reflects individuality and emotion. However, it is simply thrown away and not used to influence the type design or represented in other graphical form. We got so used to this generic transfer of information that nobody challenges this way of representing information. What gets lost becomes more obvious, for instance, if we transform written text back to speech with ‘simple’ speech synthesis\(^3\). Without emotion, prosody and personalization listening to speech gets very boring very soon.

In order to keep the additional information present in verbal communication also in text-based communication, we introduce a novel concept: In voice driven type design (VDTD) the shape of a single character adjusts according to particular acoustic features in the spoken reference, such as loudness, pitch, and speed.

II. RELATED WORK

Using typography as a stylistic device has a very long tradition which comes in different flavors. It can be:

- **static** such as presented in printing books, posters and comics, where type represents content in a uniform and permanent way [7],

---

\(^1\) See for example the controversially discussed field of graphology which is interested in analyzing the physical characteristics and patterns of handwriting to identify the writer, indicate the psychological state at the time of writing, or evaluate personality characteristics [1].

\(^2\) In contrast to keyboards for text input, musical keyboards offer a range of expression types including velocity sensitivity (how fast a key is pressed), pressure sensitivity (amount of force on a held-down key) and displacement sensitivity (distance that a key is pressed down).

\(^3\) With ‘simple’ we refer to speech synthesis which does not use linguistic analysis to estimate intonation and duration.
• dynamic as in kinetic typography which is an animation technique to express ideas using text-based video animation [8, 9], or

• reactive as in responsive type [10] where the shape of each letter is adjusted according to the properties (such as age, eye sight, relative position, and speed) of the reader.

While the previously mentioned approaches, in general, use a uniform character style, sound poetry ignores these constrains. Sound poetry is probably best described as an artistic form of “performing” a written text focusing on the phonetic aspects of speech besides its semantic values [11]. For instance, each line of the poem Karawane, by one of the pioneers of Dadaist poetry Hugo Ball [12], reflects—through different typographic styles—“the acoustic dimension of a linguistic sign” [13].

Another approach, instead of manipulating the look of the text itself, is to use emoticons – yet to express emotions instead of an acoustic dimension. Even though emoticons have been demonstrated to be effective for remote emotional communication [14], additional characters have to be added and variation within text cannot be represented well. Another drawback of this approach is that not all emoticons are interpreted equally between different cultures [15].

Automatic processing of speech is a research topic with a rather long tradition. However, speech as well as emotion recognition on acoustic features have been and still are treated as independent entities. On one hand, automatic speech recognition systems are still limited to recognizing what has been said without being concerned about how. On the other hand, emotion recognition systems aim to classify the type of emotion that lies within the acoustic speech signal. How those emotions could be expressed in text-based communication has not been widely investigated [16].

Using acoustic cues to determine the look of text or additional hints such as emoticons, to the best of our knowledge, has only been started to be investigated recently: Zimmermann [17] proposed to select pre-existing emoticons from multimedia data (including video, still image, and/or audio) captured by a device. Furthermore, he also proposed to generate emoticons based on the expressions on the user’s face. Matsumiya et al. [16] have proposed and investigated how to automatically generate the shape and appearance of text balloons based on linguistic and acoustic speech features. Given a chance rate of 73% to estimate the shape of text balloons on their comics-anime test corpus, they reached 87% accuracy and demonstrated that subtitling with text balloons is better than that with static text.

III. VOICE Driven TYPE DESIGN

As described in the previous section, related work has been limited to a sentence-based selection of appropriate text fragments corresponding to spoken utterances. In contrast, the focus of our work is to present and investigate a granularity with a much higher resolution, namely on each single phoneme and their corresponding grapheme or graphemes, respectively: We propose to vary the shape of a single character according to particular acoustic features in the spoken reference. Our motivation of a grapheme-level adaptation of the transcription is to better represent the characteristics of the spoken utterance and to keep individuality in written text. This strategy allows additional meta-information in subtitles and chats, supporting hearing impaired and deaf people, illustrating intonation and accentuation in books for language learners and giving hints how to sing. These would be more limited or even not possible at all with previous approaches.

4 The transcription can either be given a-priori or automatically generated with automatic speech recognition.
• Generate the shape of each character according to the corresponding normalized (mean and variance) and mapped features loudness, pitch and speed.

To retrieve the phoneme transcription and to align the audio sequence to the word sequence, we used the Munich Automatic Segmentation System MAUS [18]. The acoustic features were extracted using our own code which analyzes weighted Fourier spectra to get loudness and cross-correlation to determine pitch. To align the phoneme sequence to the grapheme sequence, we applied the m2m-aligner [19].

1) Normalizing the speech parameters

The mean and variance values of the acoustic features vary between the phonemes and phoneme classes. For example, a vowel is significantly louder than a fricative and has a wider range in loudness. Since the goal of our proposed approach is to visualize acoustic variation and not to project such differing ranges across phonemes and phoneme classes, we need to compensate for the different means and variances per phoneme before applying the features. Furthermore, the generated typographical character sequence would consist of uneven distributed characteristics per phoneme class. This would, for instance, result in a sequence where all vowels would always be displayed with a wider stroke than fricatives.

By normalizing each phoneme class (c) according to

\[
p_	ext{c} = 0.5 + 0.25 \times \frac{(p_	ext{c} - \mu_c)}{\sigma_c};
\]

where \((p)\) denotes the acoustic parameters, \((\mu)\) represents the mean values and \((\sigma)\) the standard deviation, a homogeneous design where only the variation of each phone per class is pronounced can be provided. The mean and standard deviation are calculated from a training set consisting of various utterances by different speakers. To guarantee that the resulting parameters lie in the range of 0 and 1, the values are normalized. Then the normalized acoustic parameters (loudness, pitch and speed) of a phoneme are handed over to the corresponding grapheme or grapheme sequence to form the graphical parameters (vertical stroke weight, horizontal stroke weight, and character width).

2) Correspondence between phonemes and graphemes

The relationship between graphemes and phonemes varies among languages [20, 21]. Languages with alphabetic scripts are characterized by four types of relationships between phonemes and graphemes: a 1-to-1, a p-to-1, a 1-to-g and a p-to-g mapping, where \(p\) and \(g\) are integer values greater than 1. Therefore, in the simplest case, one phoneme represents one grapheme. In all other cases a 1-to-1 relationship is not given.

In case of a close grapheme-to-phoneme relationship, such as German, mostly one character represents one phoneme. Consequently, each character can be adapted based on the acoustic characteristics of the corresponding phoneme. To deal with all kind of phoneme-to-grapheme relationships, we apply the following strategy which is also demonstrated in Figure 2:

1) Perform an automatic forced alignment process which aligns one phoneme to one up to three corresponding graphemes [22].

2) Transfer the characteristics of the phoneme to the corresponding grapheme.

For German and English, a mapping of a phoneme to up to three characters has proved to be successful (e.g. for English igh - /aɪ/ and sh - /ʃ/). Diphthongs (e.g. /au/, /ug/ and /au/) are handled as one phoneme. However, this mapping can be easily adapted according to the grade of relationship of new target languages.


<table>
<thead>
<tr>
<th>1. derive acoustic features, phonemes and graphemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>acoustic features:</td>
</tr>
<tr>
<td>phoneme sequence:</td>
</tr>
<tr>
<td>grapheme sequence:</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>f l a t t</td>
</tr>
<tr>
<td>f l i g h t</td>
</tr>
</tbody>
</table>

Fig. 2. Mapping the acoustic features of a phoneme sequence to the visual features of the corresponding grapheme sequence.

B. Visualization

Today’s typefaces hold only a limited range of mostly nine fonts depending on different nuances for stroke weight (light, regular, black) and character width (extended, regular, condensed). However, if we want to map continuous characteristics of the voice into a visual representation, we do not only need mapping functions for the different acoustic parameters, but a continuous visual representation. Therefore, an apparatus to change the character on a continuous scale is required. In addition, we have the requirement that the proposed approach has to work for longer text passages which constrains the degree of freedom in our visual expression. For now we have decided to work with the parameters vertical stroke weight, horizontal stroke weight and character width. The three free parameters are demonstrated in Figure 3.

![Fig. 3. Demonstrating the three freely adjustable parameters – vertical stroke weight, horizontal stroke weight and character width.](image-url)
Other possible parameters such as height, contrast, sharpness, and skewness have been decided to not be considered for the reasons just given. But other freely adjustable parameters, of course, can be considered in future work.

To express a bandwidth of emotional states through written text leads to the conclusion that the origin point of a dynamic character shape must constitute a simple, generic, rational and reduced form. Therefore, we adopted one of the most satisfactory, modernist sans serif typefaces of the twentieth century “Futura” by Paul Renner (1927) [23, p. 80].

1) Continuous scale of character shape
Since, to the best of our knowledge, no type family or software exists which is able to fulfill our particular needs, we designed our own type family and developed a font processing tool. This enables to change every parameter of each character in real time without loosing distinctive and aesthetic character shapes. To guarantee a functional, stringent and aesthetic character shape with our automatic mapping function, we manually defined the extrema of our continuous space as demonstrated in Figure 4 with the three type design dimensions – vertical stroke weight, horizontal stroke weight and character width.

![Fig. 4. Continuous interpolation between each parameter. Each parameter runs in a range of 0 and 1. The values of the parameters are represented in a triplet (vertical stroke weight, horizontal stroke weight, character width). The average font (0.5, 0.5, 0.5) is located in the center of the space.](image)

2) Mapping voice characteristics to character shape
Every single piece of information sent and perceived by humans is embedded in a particular manner of formatting which goes far beyond the transfer of pure information. Adding values present in acoustic signals into a visual representation makes only sense if it can be interpreted to ‘extract’ the original meaning. Thus, a comprehensible and reasonable relationship between speech characteristics and the character shape has to be found. This requires that common principles in formatting exist in speech and typography and that these principles can be well mapped. After these considerations, we decided to map the voice to the character shape as follows:

- **Loudness:** Producing loudness in speech amplifies the signal and is usually used to have the attention of a listener. To have the attention of the reader, bolder text – produced with more stroke weight – is commonly used since it makes it easier and more efficient to scan the text and recognize important keywords [24]. Increasing the stroke weight commonly effects the vertical and horizontal stroke weight equal. To recognize each acoustic feature separately after the mapping on its visual representation, we decided to increase only the vertical stroke weight. Contrary to the adjustment of the horizontal stroke weight, increasing the vertical stroke weight is more common and attracts the attention of the reader which can be explained with the historical development of the classified styles of types [25].

- **Pitch:** Numerous studies confirm that emotional expression of utterances is formed by variations of pitch levels [26, 27, 28]. High pitch levels draw attention of a listener and express additional emotions, such as joy, anxiety or fear, while medium pitch levels account for more neutral attitudes [29]. While we adjust the vertical stroke weight according to the loudness, we adapt the horizontal stroke weight depending on the pitch level since this modification increases the reader’s curiosity. Due to this aspect, the inverse-contrast (Italian) [30] fonts with significant vertical stroke weight have a high recognition factor. Nicolette Grey wrote about these Italian typefaces: “a crude expression of the idea of perversity” [31], while others call it “degenerated” [32]. Consequently, we learn that adjusting the horizontal stroke weight touches the reader’s emotions and fits to express pitch.

- **Speed:** The processes of information transfer with speech and reading happen within a time period. A reader usually jumps from a part of a word to a next part of a word [33]. Increasing the character width extends this scanning process of the eyes. Therefore, we map the speed of the utterance to the character width.

<table>
<thead>
<tr>
<th>Speech</th>
<th>Character</th>
<th>Visual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loudness</td>
<td>Vertical stroke weight</td>
<td>Typo</td>
</tr>
<tr>
<td>Pitch</td>
<td>Horizontal stroke weight</td>
<td>Typo</td>
</tr>
<tr>
<td>Speed</td>
<td>Character width</td>
<td>Typo</td>
</tr>
</tbody>
</table>

![Fig. 5. Mapping speech characteristics on text formatting.](image)

Figure 5 summarizes the mapping of the acoustic characteristics loudness, pitch and speed to its visual representations vertical stroke weight, horizontal stroke weight and character width.

IV. Applications

This section presents some possible applications where VTD and can be used to support given text by providing additional information.
A. Language learning and speech-language pathology

Many people learning a new language have trouble doing the intonation and accentuation in a right way. A potential of VDTD is that it allows to illustrate intonation and accentuation in software and books for language learners.

Fig. 6. Language learning with VDTD.

Figure 6 illustrates the VDTD representation of the Spanish word “attention” meaning “attention”. While the “accented i” indicates an intonation of the “i” in the static text, one has no clue about the intonation in the beginning of the word. However, with the help of VDTD, the stress of the “a” is conspicuous.

In addition to language learning, VDTD indicates in other fields how to pronounce words, e.g. in speech pathology. It enables to catch additional information which may not be possible with exclusively acoustic information. For instance the change of loundness within a spoken word might not be recognized by the listener, but if he sees its VDTD transcription he might be able to see the differences.

B. Hints for deaf people

Deaf people profit from VDTD since it gives them hints on how something was spoken. This is helpful in different situations: (1) learning how to pronounce (similar to language learning and speech-language pathology) or (2) interpreting how something is intended.

There have been several efforts – even by big organizations such as BBC and Amnesty International – to make the life after hearing loss more comfortable (e.g. The Future of Subtitling5). Our approach has the potential to enrich the television and cinema experience for deaf people.

C. Hints for dyslexia

A reading disorder is primarily influenced by the so-called phonological awareness [3]. It refers to an individual awareness to the phonological structure of words [35]. Phonological awareness involves the detection and manipulation of sounds at three levels of sound structure: (1) syllables, (2) onsets, rimes and (3) phonemes [36] and has also an impact during the process of reading and writing [37]. People with an unsatisfactory phonological awareness are not able to extract the correct orthographic word out of a spoken utterance. VDTD offers a new way to visualize a comprehensible relationship between the spoken utterance and the written text.

D. Subtitles

Subtitles on television screens are very popular in places with either a lot of background noise (in the gym, on stations, at the airport) or where different programs are simultaneously broadcasted (in sports bars where several football games, baseball games or basketball games are shown). They are switched on in the gym, in sports bars, on stations, at the airport and other places. Figure 6 shows a scene during a touchdown – a very emotional experience at least for someone who is excited in this sport. While a static subtitle does not transfer the TV host’s emotion, the subtitle modified with our approach reflects the host’s admiration to carry the ball for over 80 yards and his enthusiasm.

Fig. 7. Scene of a football game with VDTD subtitles.

E. Texting

People love texting – be it on the smartphone, on Twitter, during gaming, etc. Additionally, using automatic speech recognition to automatically generate the text message and sending voice messages has become more and more popular. Emoticons help us to add meta-information transferring irony and emotions. If it is not possible to listen to the voice messages, there are already services transcribing them and sending them back in text format. However, in the static text of the transcription, meta-information is lost and no emoticons help the receiver. VDTD can support such a scenario.

Fig. 8. Chatting with support of VDTD text.

Given only static text it is not clear if Rajat is serious with his question about their Word Cup’s plans. Using VDTD could help here to decode irony as meta-information into the question.

5 http://www.actiononhearingloss.org.uk
F. Singing and karaoke

Voice-driven type designed songbooks can support singing songs without the requirement of being able to read notes since loudness, pitch and speed are illustrated in a more comprehensible form and provides additional information to those who are able to read and interpret notes.

![Voice-driven type designed songbook example](image)

We will we will rock you

Fig. 9. Singing with VDTD (Song: Queen – We will rock you).

Figure 9 and 10 demonstrate the refrain of Queen’s song “We will rock you”. Using VDTD the pitch decrease of the first four words is visible. Additionally, we have information about the loudness which is mostly not represented in notes like in this example. With the proposed approach it can be observed that the word “rock” has to be sung much louder. VDTD also provides information with a more detailed resolution: While the notes provide a single tone a whole word is sung. Given only the text it is unclear how long each phoneme has to be pronounced. In the given example we see that the ‘e’ in both ‘we’s and the ‘ou’ in ‘you’ have to be pronounced longer than the other phonemes.

![Karaoke TV screen using VDTD](image)

We will we will rock you

Fig. 10. Karaoke TV screen using VDTD (Song: Queen – We will rock you).

VDTD is also helpful to indicate how to sing in Karaoke. This is demonstrated in Figure 10 where the change between red text to green text indicates the current position of the singer.

V. EVALUATION

To evaluate our approach, we performed a user study to answer

- whether loudness, pitch and speed of the original speech signal are represented well by the mapping function.
- whether the proposed visual representation can represent emotions.
- whether speaker-specific characteristics can be observed.

A. Experimental Setup

For our experiments, we asked four persons to read Wolfgang Goethe's German poem “Erkönig” (Erl-King) [38]. We used close-talking microphones to provide recordings without distortions which could reduce the reliability of the extracted acoustic features [39]. In order to investigate similarity patterns for individual speakers, we recorded each speaker twice. Therefore, our dataset consists of 8 audio files from 4 speakers.

The participants of our user study were randomly selected volunteers who participated free of charge. In total, 9 participants (6 female, 3 male) were exposed to VDTD and asked to fill out a questionnaire. 5 subjects were in the age range between 20 and 30 years, 1 subject between 30 and 40, 1 between 40 and 50 and 2 above 50. 6 subjects were design professionals or students, and 3 had no particular design background. Our goal was to have both, participants with more sense of typography and participants with less sense of this topic. The participants' mother tongue is German. They understand well the tragic poem with its emotional aspects, most of them know it from school. Except for the survey which will be described in Section E, the score range, followed the rules of a forced choice Likert scale, which ranged from (1) strongly agree, (2) agree, (3) neutral, (4) disagree to (5) strongly disagree.

B. Acceptance

The question if VDTD is interesting for several applications has been answered by most participants positively with an average score of 1.5 – a result between strongly agree and agree. They see its applications in particular in poems, in learning a second language, in providing hints for acting and in artistic expression.

C. Representation of Voice Characteristics

In this experiment, subjects listened to one recording of the poem and graded how good each verse of five texts represents the loudness, pitch and speed of the recording. Table 1 gives the results – VDTD: our algorithm has been used; R1 and R2: randomly chosen parameters; and HTD: homogenous type design (static text).

![Table 1](image)

We see that our approach results in the best scores and that loudness and pitch are better represented than speed. Random variation result also in positive evaluations in contrast to HTD. This can be explained by clustering-illusion [40] and Apophenia [41] – humans seek sense in random patterns.

In this context it is also interesting to note that those volunteers who have a strong linguistic background compared...
and analyzed the different visualizations more carefully. Some discovered that, in the case of random changes, the visualization is not consistent to the way people pronounce the given words.

<table>
<thead>
<tr>
<th>Acoustic Feature</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VDTD</td>
</tr>
<tr>
<td>Loudness</td>
<td>2.46</td>
</tr>
<tr>
<td>Pitch</td>
<td>2.46</td>
</tr>
<tr>
<td>Speed</td>
<td>2.58</td>
</tr>
<tr>
<td>Average</td>
<td>2.50</td>
</tr>
</tbody>
</table>

TABLE I. Scores of the textual representation of the speech characteristics.

D. Representation of Emotions

In this experiment, the subjects were asked how each text reflects the emotions expressed. The subjects were given three texts as shown in Figure 11 – 1: represents homogenous type design and got an average score of 4.44; 2: represents the random approach and got an average score of 2.67; and 3: represents VDTD and got an average score of 2.33. It is interesting to note that people slightly agree that emotions are present even though the parameters are randomly chosen. Our approach, however, is agreed to represent more information.

![In dürren Blättern säselt der Wind](image)

Fig. 11. Example of text generated by homogenous, random and voice driven parameters.

E. Representation of Speakers’ Characteristics

To determine if the visualization representation preserves individual characteristics of a speaker, we have calculated the standard deviation of the visual variation, represented by the acoustic features, between utterance pairs of the same speaker as well as from two different speakers. Comparing the standard deviations in Table 2 of the three normalized features (to range between 0 and 1) loudness, pitch and speed, we see that all of them are significantly smaller for the same speaker in contrast to different speakers.

<table>
<thead>
<tr>
<th>Acoustic Feature</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same Speaker</td>
</tr>
<tr>
<td>Loudness</td>
<td>0.028</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.032</td>
</tr>
<tr>
<td>Speed</td>
<td>0.019</td>
</tr>
</tbody>
</table>

TABLE II. Standard deviation of the textual representation of acoustic features for the same speaker (comparing two recordings of the same utterance) as well as for other speakers.

But are these parameters represented well in the shape of the characters? We asked our participants to find four utterance pairs given eight utterances from four speakers, see Figure 12. The results in Table 3 show that four participants found all four pairs, a probability of 1 to 105 each. We, therefore, can conclude that the visual representation gives some clue about speaker specific properties.

![Sei ruhig bleibe ruhig mein Kind](image)

Sei ruhig bleibe ruhig mein Kind

Fonts with different characteristics

1. Sei ruhig bleibe ruhig mein Kind
2. Sei ruhig bleibe ruhig mein Kind
3. Sei ruhig bleibe ruhig mein Kind
4. Sei ruhig bleibe ruhig mein Kind
5. Sei ruhig bleibe ruhig mein Kind
6. Sei ruhig bleibe ruhig mein Kind
7. Sei ruhig bleibe ruhig mein Kind
8. Sei ruhig bleibe ruhig mein Kind

Fig. 12. Individual speech characteristics are also visible in spoken text due to VDTD. Utterance pairs of the same speakers (1,2), (3,4), (5,6), and (7,8).

<table>
<thead>
<tr>
<th>Number of Utterance Pairs</th>
<th>4</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Found x Times</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE III. Finding pairs with the help of speech characteristics visible in text – Distribution of found utterance pairs.

VI. CONCLUSION AND FUTURE WORK

We have proposed VDTD as a novel concept to represent additional information present in verbal communication also in text-based communication. To keep and convert this information, we change the shape of each single character according to particular acoustic features.

Potential applications of our proposed approach to visualize the characteristics present in the voice in the type of the
characters are manifold: It has the potential to support learning to read and speaking a foreign language. It can provide hints for actors on the intended prosody. Furthermore, it offers novel possibilities in subtitles on television screens – which might be particularly beneficial for hearing impaired and deaf people. VDTD can be helpful in singing and karaoke and adds meta-information to transcribed voice messages.

In addition to the experiments described in this paper, we have gained positive experiences and feedback with our interactive VDTD demo system which we presented at the exhibition GLOBALE: Infosphere\(^7\) hosted by ZKM Karlsruhe (Center for Art and Media) [42] and at the conference Mensch & Computer (MuC 2015) [43] in Germany. In this system we let the audience read poems aloud and then automatically provide them the voice driven type designed text on a screen.

Having presented and discussed potential VDTD application scenarios and completed initial analyses of acceptance and information gain, we plan further analyses and usability studies to find optimal features and conditions for the applications. For example, we have demonstrated that the modification of vertical and horizontal stroke weight plus character width works to give the reader hints about the loudness, pitch, and speed of spoken utterances. How strong the shape of the character has to be changed has not been investigated so far and might be even depending on the application. For instance, for characters in subtitles of serious anker speakers, a smaller interpolation space of the characters may be chosen than for the characters of subtitles in football games, baseball games or basketball games to represent more emotions. Besides the context, the strength of the changes may also depend on the font size. Another interesting question is if the change in character shapes has to be evident to the speaker or if it can already support reading if the changes are so small that they are not consciously recognized.

Future work may include a comparison and analysis of the acceptance of other modifications in the typography depending on the application scenario, e.g. the sharpness to represent pitch variations. We have transferred the characteristics in the voice at the character level since our intention was to be able to represent differing spoken characteristics in different positions of the word. For certain applications or languages it may be better to turn to a syllable or word level.

We have evaluated our experiments with German, our mother tongue, – a Germanic language with a fairly regular grapheme-to-phoneme relationship [20]. Future work will contain additional evaluations to languages with a more ambiguous relationship, e.g. English, where one letter can represent a variety of sounds conditioned by complex rules and many exceptions [44]. Further work could also include the application to other writing systems such as Arabic, Hebrew, Greek, Kyril, Hangul, Hiragana and Katagana. How to adapt VDTD to logograms and pictograms as used in Chinese characters could be another interesting question to be approached.

A further challenge is to tackle numbers. To generate the corresponding phoneme sequence, a sequence of digits needs to be transferred to characters with the help of number spellers. Then, we can adapt the characters with our approach. However, how to transfer the voice characteristics to the single digits? This is a challenge since much more phonemes correspond to single digits than in the case with words composed of characters (e.g. 24 = twenty four). Moreover, in contrast to words, numbers are not pronounced from left to right consistently in all languages. For example, in German the number “24” is pronounced as “four-and-twenty”.

Further topics are the adaptation of punctuation marks and whitespaces between word tokens. Is it beneficial to modify the shape of a comma, question mark, exclamation mark, etc. according to the characteristics of the previous character or not at all? For aesthetics it can make sense to transfer the characteristics of the previous character. So far we have not adapted the whitespace to the duration of the break between two words. However, an adaptation according to the time information is promising, for example to display breaks in karaoke applications.

So far we have applied our method on sans serif letters. Another possible application would be to apply it to imitate handwriting or calligraphy. Using VDTD for the automatic production of handwriting and calligraphy may lead to a more realistic type face variation in contrast to random or rule-based variations of the type face.
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