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Abstract. Skills are the common ground between employers, job seekers and 

educational institutions which can be analyzed with the help of natural language 

processing (NLP) techniques. In this paper we explore a state-of-the-art pipeline 

that extracts, vectorizes, clusters, and compares skills to provide 

recommendations for all three parties—thereby bridging the gap between 

employers, job seekers and educational institutions. Our best system combines 

Sentence-BERT [1], UMAP [2], DBSCAN [3], and K-means clustering [4]. 

Keywords: AI in education, recommender system, recommendation system, up-

skilling, natural language processing. 

1 Introduction 

There are often gaps between the skills that are needed in the labor market, the skills 

that job seekers1 have and the skills that are taught in educational institutions [5]. 

Connecting and supporting all three players allows the greatest possible exchange of 

information and satisfies their needs. However, they usually use AI in isolation from 

one another [6,7,8,9]. Since skills are their common ground which can be analyzed with 

the help of AI, we investigate several NLP techniques to extract, vectorize, cluster and 

compare skills. Then we combine the optimal methods in a pipeline which serves as the 

basis for our application Skill Scanner2 [10] that outputs statistics and recommendations 

about missing and covered skills for all three players. Our goal was to help employers, 

job seekers and educational institutions adapt to the job market's needs. Consequently, 

we used job postings, which represent the job market's needs, as reference. These 

representative skills, which we draw from a large set of job postings, are referred to as 

"market skills" in this paper. As companies hiring data scientists find that it is difficult 

to find a so-called "unicorn data scientist" [11], we conducted our experiments and 

analysis using companies’ job postings for a data scientist position, job seekers’ CVs 

for that position, and a curriculum from a master's program in data science. But our 

investigated methods can be applied to other job positions as well. 

 
1 "job seeker" refers to individuals who wish to apply for or advance in a job. 
2 https://github.com/KoenBothmer/SkillScanner 
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2 Related Work 

Automatically ranking CVs is a valuable tool for employers. For example, [12] rank 

candidates for a job based on semantic matching of skills from LinkedIn profiles and 

skills from their job description, relying on a taxonomy of skills. Recent advancements 

in NLP offer opportunities to improve these methods: [6] use word embeddings from 

Word2Vec [13] to match CVs to jobs. [9] combine a knowledge graph and BERT for 

finding suitable candidates in a corpus of CVs. Recommendation systems for job 

seekers have been investigated by [14,15,16]. As in the systems for employers, text data 

from social media profiles such as LinkedIn or Facebook is usually processed [8,17]. 

[18] give a systematic review of recent publications on course recommendation. Most 

related work focuses on recommending courses to potential students. They report a 

growing popularity of data mining techniques. To cope with different levels of 

abstraction and synonyms in the course materials and students' documents, they first 

cluster the content, which they can then compare. K-means [4] is usually used for this.  

3 NLP to Extract, Vectorize, Cluster and Compare Skills  

For a certain job position, our pipeline (1) takes a CV, a job posting or a learning 

curriculum as input, (2) extracts the skills of the provided document, (3) compares the 

document’s extracted skills to a skill set which represents the market’s needs (market 

skills) and (4) returns information of which market skills are covered or missing in the 

document. Figure 1 visualizes the steps of our corresponding NLP pipeline. 

 

Fig. 1. Pipeline to Extract, Vectorize, Cluster, and Compare Skills. 

3.1 Retrieving Skill Sets: Extract Skill Requirements 

In job postings, CVs and learning curricula, skills are usually expressed in bullet points. 

Therefore, we developed keyword- and rule-based techniques to extract bullet points 

from these sources. Furthermore. we used the BeautifulSoup package to gather and 

extract 21.5k bullet points from 2,633 job postings for data scientists in English from 

Indeed.com and Kaggle.com which represents the market’s needs (market skills). Since 

some bullet points in a job posting are not skill requirements, we analyzed methods to 

deal with outliers that are not skill requirements as described in Section 3.4. 

3.2 Vectorizing Skills: Map Skill Requirements to Semantic Vector Space 

To compute distances between skills, we mapped the skills to a semantic vector space. 

To represent the skills which usually consist of several words, we investigated stacking 

and averaging word embeddings in a skill which were produced with Word2Vec [13] 
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and GloVe [19]. In addition, we explored sentence embeddings. Sentence-BERT 

(44.2%) [1], a modification of the BERT transformers, outperformed word embeddings 

like GloVe (39.5%) by 12% in Silhouette score [20] at the end of our pipeline. 

3.3 Removing Outliers from Skill Requirements 

To remove outliers in the vectorized skills and allow our clustering techniques to 

perform better, we reduce the dimensionality of the feature space created by Sentence-

BERT. For that we experimented with combinations of PCA [21], UMAP [2], and 

DBSCAN [3]. Using UMAP to reduce the vectorized skills to two dimensions and 

DBSCAN to remove outliers in the 2-dimensional (2D) space performed best according 

to our manual checks and reduced the 21.5k potential skills retrieved with our web 

scraper to 18.8k skills. However, since the 2D vectors did not contain enough 

information for further analysis of the skill set, we applied another clustering to the 

original 768-dimensional vectors that remained after removing outliers. 

3.4 Clustering Skills 

To find comparable skills despite different levels of abstraction and synonyms in job 

postings, CVs and learning curricula, we use a clustering approach. The benefit of our 

clustering approach compared to a taxonomy is that our model can pick up new skills 

without the need to update a taxonomy. K-means clustering has been successfully used 

in clustering word embeddings [22] and is adaptable and scalable [4]. Consequently, 

we used K-means to cluster our 768-dimensional vectors with the cosine distance as 

the distance metric. K was chosen as 31 with the highest Silhouette score of 44%. 

3.5 Skill Scanner: Comparison and Analysis 

After retrieving clusters and vectors representing the skill of each cluster, we perform 

mathematical operations to find covered and missing skills regarding the job market’s 

demand which are then visualized in reports for employers, job seekers, and educational 

institutions. More information on the visualization of our reports is given in [10]. 

4 Conclusion and Future Work 

The labor market dictates what job seekers should learn, and educational institutions 

should teach. Therefore, our system processes skills in job postings, CVs, and curricula 

and outputs recommendations for employers, job seekers, and educational institutions 

based on present and missing skills and their importance to employers. With our 

clustering approach we do not have to update a taxonomy as skill requirements change. 

Future work may be to apply our pipeline to other job positions and expand it to other 

domains. Furthermore, as we used the pre-trained Sentence-BERT it may be analyzed 

if a fine-tuned Sentence-BERT leads to further improvement.  
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