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MOTIVATION

Sources: United Nations: Sustainable Development Goals: 17 Goals to Transform our World (2021); OpenClipart-Vectors/154119/Pixabay.
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MOTIVATION

16% 
ENGLISH

Sources: United Nations: Sustainable Development Goals: 17 Goals to Transform our World (2021); OpenClipart-Vectors/154119/Pixabay; Statista: The Most Spoken Languages Worldwide in 2019 (2020).
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MOTIVATION

Graphic Source: Schlippe & Sawatzki (2021a).
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MOTIVATION

Graphic Source: Custom Depiction.
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Deep learning

e.g., (Burrows et al., 2014; 

Camus & Filighera, 2020; 

Sawatzki et al., 2021; 

Schlippe & Sawatzki, 2021b)
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EXPERIMENTAL SETUP
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fine-tuned on 1 single language
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Graphic Source: Custom Depiction.
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EXPERIMENTAL SETUP

Sources: Schlippe & Sawatzki (2021b); Mohler et al. (2011).
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Google's Neural Machine Translation System

(Wu et al., 2016; Aiken, 2019)
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EXPERIMENTS
AND RESULTS

Graphic Sources: Schlippe & Sawatzki (2021b).
Mean Absolute Error

out of 5 points
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EXPERIMENTS
AND RESULTS

Graphic Sources: Schlippe & Sawatzki (2021b).

Mean Absolute Error

out of 5 points

(Human grader variability: 0.75)

➔ Up to 35% improvement by adding more languages
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EXPERIMENTS
AND RESULTS

Graphic Sources: Schlippe & Sawatzki (2021b).

Mean Absolute Error

out of 5 points

(Human grader variability: 0.75)

➔ Even with data in the target language, adding the 5 languages provides improvements of up to 18% 
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