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Abstract. Massive open online courses and other online study opportunities are 

providing easier access to education for more and more people around the world. 

To cope with the large number of exams to be assessed in these courses, AI-

driven automatic short answer grading can recommend teaching staff to assign 

points when evaluating free text answers, leading to faster and fairer grading. But 

what would be the best way to work with the AI? In this paper, we investigate 

and evaluate different methods for explainability in automatic short answer 

grading. Our survey of over 70 professors, lecturers and teachers with grading 

experience showed that displaying the predicted points together with matches 

between student answer and model answer is rated better than the other tested 

explainable AI (XAI) methods in the aspects trust, informative content, speed, 

consistency and fairness, fun, comprehensibility, applicability, use in exam 

preparation, and in general. 

Keywords: explainability, explainable AI, XAI, automatic short answer grading, 

AI in education. 

1 Introduction 

Access to education is one of people’s most important assets and ensuring inclusive 

and equitable quality education is goal 4 of United Nation’s Sustainable Development 

Goals [1]. Distance learning in particular can create education in areas where there are 

no educational institutions or in times of a pandemic. There are more and more offers 

for distance learning worldwide and challenges like the physical absence of the teacher 

and the classmates or the lack of motivation of the students are countered with technical 

solutions like videoconferencing systems [2] and gamification of learning [3]. The 

research area “AI in Education” addresses the application and evaluation of Artificial 

Intelligence (AI) methods in the context of education and training [4, 5, 6]. One of the 

main focuses of this research is to analyze and improve teaching and learning processes. 

Many educational institutions—public and private—already conduct their courses and 

examinations online. This means that student examinations and their assessments are 

already available in digital, machine-readable form, offering a wide range of analysis 

options. An exam often consists of multiple choice and free text questions. Multiple 

choice questions can be made so that answers are unambiguous and have been easy to 

evaluate by machine for many years. However, the evaluation of free text answers— 
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i.e., assigning quantitative feedback on the correctness of the student response in the 

form of a score possible within a certain point range—still required tedious manual 

work by the graders since it was a greater challenge for automatic systems. Fortunately, 

automatic short answer grading (ASAG) is improving and in some cases has already 

reached the point where teaching staff could use it for fairer and faster grading [7]. 

Since the results in terms of scores are not yet perfect and graders want to understand 

ASAG systems’ decisions, the question arises: What is the best way to make the 

decisions of ASAG systems explainable to human graders? The desire for 

explainability is also demonstrated by the feedback from 71 professors, lecturers, and 

teachers, as shown in Figure 1. A clear majority of participants strongly agrees that it 

is important for them to understand how an AI reaches its expected scoring (4.42 on 

average) and their confidence in an AI grading support increases when it explains itself 

(4.18 on average). 

 

Fig. 1. Desire for explainability in automatic short answer grading. 

The field of explainable AI (XAI) aims to provide solutions for the need of 

transparency. XAI can be described as research direction that aims to create human 

interpretable AI [8]. In this paper, we investigate and evaluate different methods for 

explainability in ASAG. Thus, we provide insight into the perceived usefulness of 

different XAI methods for ASAG. For the evaluation of the XAI methods we asked 

over 70 professors, lecturers, and teachers to rate different aspects. 

In the next section, we will present the latest approaches of other researchers for 

ASAG and explainability. Section 3 will demonstrate our investigated methods for 

explainability in ASAG. Section 4 will describe the experimental setup for our user 
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study. The study and the results are outlined in Section 5. We will conclude our work 

and suggest further steps in Section 6.  

2 Related Work 

In this section we will present related work in the areas of explainability and ASAG. 

2.1 Explainability 

Before the deep learning era, data scientists crafted predictive models by manually 

inspecting data and constructing models based on the insights. With deep learning, the 

best practice is now to let the algorithm figure out itself which parts of the data are 

useful [9]. Typically, modern deep learning models are created with hundreds of 

features using gigabyte-sized data sets. Verification of these models is usually done by 

calculating accuracy: The goal is that a model makes as few errors as possible ignoring 

the reasons why a prediction is made. However, experts are now beginning to 

understand that this metric alone is not enough [10]. We are beginning to ask questions 

such as: Is a model robust to small variations in data? How does the model behave when 

atypical data is input? Is a model safe to use or could data be extracted? Does the model 

respect privacy of individuals? Is it fair and non-discriminatory?  

The field of XAI aims to provide solutions for these transparency needs. Although 

the field lacks a clear definition, it can be best described as a research direction that 

aims to create human interpretable or explainable AI [1]. The human interpretation part 

of the explanation is critical: If it cannot be understood or applied by a human, it 

becomes meaningless. The field of XAI is therefore considered to be a multi-

disciplinary field in which data scientists, AI engineers, human scientists, and human-

computer interaction specialists work together to create technical sound and human 

interpretable explanations. XAI has a similarly long history like the field of AI itself. 

However, it first started to boom after the deep learning revolution in 2012 [11]. Good 

overviews of the field are provided by [8,12,13,14,15]. 

On the most basic level, two directions can be identified within this field: i) Methods 

that aims to make models intrinsically interpretable and ii) methods that aim to provide 

transparency for black box models (post-hoc methods). The latter is the vast dominating 

approach in the field. Black box models are models that "are created directly from data 

by an algorithm, meaning that humans, even those who design them, cannot understand 

how variables are being combined to make predictions" [16]. To deal with those black 

box models, ongoing research is the creation of additional predictive models that can 

meet the accuracy of black box models while being intrinsically interpretable. 

Since the state-of-the-art ASAG models are mostly based on transformer models, 

they are also black box models. Therefore, our XAI methods are not directly based on 

an interpretation of the actual existing ASAG model but use separate models for 

explainability. 
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2.2 Automatic Short Answer Grading 

The field of ASAG is becoming more relevant since many educational institutions—

public and private—already conduct their courses and examinations online [7,17]. A 

good overview of approaches in ASAG before the deep learning era is given in [18]. 

[19] and [17] investigate and compare state-of-the-art deep learning techniques for 

ASAG. [19] demonstrate that systems based on BERT performed best for English and 

German and that their multilingual RoBERTa model [20] shows a stronger 

generalization across languages on English and German. [7] extended ASAG to 26 

languages and use the smaller M-BERT [21] model to conduct a larger study 

concerning the cross-lingual transfer. With Mean Absolute Errors between 0.41 and 

0.72 points out of 5 points they report that their best models have even less discrepancy 

than 2 graders, which is 0.75 points. This shows that the performances are now good 

enough to be used as a support for scoring answers to open exam questions—provided 

that the prediction of AI is presented in a good way to the graders.  

A first work towards explainability in ASAG is described by [22]. However, their 

focus is a comparison of different corpora and feature attribution techniques to 

"attribute" words in the student answer, which should then make the decision of the 

ASAG system more explainable. While the focus of [22] is on the technical 

implementation of their attribution values with transformer-based models, our work is 

more general as it does not depend on specific models, evaluates the perception of a 

broader range of XAI methods and has a strong focus on feedback of the teaching staff 

through detailed evaluation of 9 aspects as described in Section 4 and 5. We can 

imagine that our results can be used complementary to the results of [22]. 

3 Methods for Explainability in Automatic Short Answer 

Grading 

The goal of ASAG is to enable (semi) automatic, fair, and consistent grading at a 

high productivity. We explored if and how explanations might be beneficial to this use 

case. Figure 2 visualizes with an example the pipeline of our systems for AI-driven 

grading support. The system consists of 1 ASAG model for point prediction and 

1 model for explainability. The ASAG model always processes the student answer and 

the model answer1 for the prediction. Depending on the XAI model, only the student 

answer or the student answer plus the model answer is input. In our experiments, we 

exchanged the XAI method so that its output—here Matching Positions—is different 

for each method. 

 
1 also called sample answer or sample response in literature 
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Fig. 2. Pipeline for grading with point prediction and explainability. 

In our investigation we examined common XAI method classes described in the 

literature which could be adapted to the ASAG task—even if they have only been used 

for Computer Vision and not yet for Natural Language Processing (NLP). Table 1 

demonstrates 3 prevalent common XAI method classes which are appropriate for this 

task and describes their characteristics. 

 
Table 1. XAI method classes suitable for the generation of XAI methods specific for ASAG. 

XAI method class Description 

confidence score Certainty of a model’s prediction is made interpretable and 

inspectable [23]. 

word highlighting Words are color marked to indicate their relevance towards 

the classification [24]. 

concept activation High level human concepts are used to explain a 

classification [25]. 

 

From the remaining XAI method classes, we created more specific methods useful for 

the ASAG task. Table 2 lists our 5 created XAI methods along with the method classes 

on which their creation is based. Only Predicted Points is not based on a method class, 

since only the number of points is displayed. 
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Table 2. AIX methods specific for ASAG. 

XAI method for ASAG XAI method class 

Predicted Points — 

Predicted Points with Confidence Scores confidence score 

Predicted Points with Confidence Scores and Similar Answers confidence score 

Predicted Points with Relevance of Words in the Answer word highlighting 

Predicted Points with Matching Positions concept activation 

 

In the next sections, our developed ASAG-specific XAI methods are described in more 

detail.  

3.1 Predicted Points 

As illustrated in Figure 3, displaying only the predicted points is the simplest of the 

evaluated methods (Predicted Points). No additional XAI model is used. 

 

 

Fig. 3. XAI Method: Predicted Points. 

3.2 Predicted Points with Confidence Scores 

As demonstrated in Figure 4 (Predicted Points with Confidence Scores), 

interpretable confidence scores put the predicted score in context of past performance. 

This confidence score is computed by considering similar past cases where the AI and 

human collaborated, and hence the system has feedback on the accuracy of its 

predictions. The interpretable confidence score is essentially a single percentage 

between 0% and 100%, with additional information on how many similar answers it is 

computed. 

 

Fig. 4. XAI Method: Predicted Points with Confidence Scores. 
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3.3 Predicted Points with Confidence Scores and Similar Answers 

Interpretable confidence scores can be extended by providing examples of answers 

that are similar as shown in Figure 5 (Predicted Points with Confidence Scores and 

Similar Answers). Hence, the graders do not only get one confidence score but also see 

examples of answers that were rated equally. This concept with comparable scored 

answers could also help new graders get into the grading process more quickly as well 

as help students relate their answer to other answers and deduce why their own answer 

is incorrect or correct. 

 

 

Fig. 5. XAI Method: Predicted Points with Confidence Scores and Similar Answers. 

3.4 Predicted Points with Relevance of Words in the Answer 

The standard method for explainability in the context of NLP is word highlighting 

[14, 24]. Typically, every word is marked to indicate its relevance for the prediction. 

However, this can be confusing and hard to interpret. Instead in this method a threshold 

of relevance makes sure that only a subset of the most important words is marked as 

indicated in Figure 6 (Predicted Points with Relevance of Words in the Answer). The 

idea is that this leads to a more efficient interpretation of information. 
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Fig. 6. XAI Method: Predicted Points with Relevance of Words in the Answer. 

3.5 Predicted Points with Matching Positions 

The method of concept attribution builds on the idea that a good explanation relates 

to understandable human concepts [25]. In its application for computer vision, not 

pixels themselves are highlighted, but instead an image is analyzed on the availability 

of a human understandable concept, e.g., the presence of medical condition. This 

method has not yet been demonstrated in NLP. 

To transfer this idea to ASAG, we propose that the correct parts of the model answer 

are highlighted within the student answer (Predicted Points with Matching Positions) 

as shown in Figure 7. In essence, the model answer is already a human understandable 

concept which an explanation should ideally relate to. We believe that this method leads 

to an efficient interpretation of information which should be useful to both the grader 

and the student. 

 

 

Fig. 7. XAI Method: Predicted Points with Matching Positions. 
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4 Experimental Setup 

As mentioned before, we initially performed an analysis using XAI method classes 

that have been successfully proven for AI applications. The goal was to find those 

methods that are most promising in terms of use for graders’ support. These 5 most 

promising methods were then evaluated in a survey by graders. Due to the appropriate 

range of functions, the good display of our images with the XAI methods and its 

platform independence, we conducted the survey with Google Forms2. 

 

 

Fig. 8. Interface for grading in the questionnaire. 

As demonstrated in Figure 8, the participants were asked to take the role of a teacher 

and evaluate various student answers given a model answer, a score predicted by the 

AI, and an explanation for the predicted score. In their role as graders, participants 

could assign 0, 1, or 2 points, with the highest possible score being 2 points. The type 

of explanation changed as the survey progressed. Before a new XAI method was 

displayed, questions were asked about the XAI method regarding the aspects trust, 

 
2 https://docs.google.com/forms 
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informative content, speed, consistency and fairness, fun, comprehensibility, 

applicability, use in exam preparation, and in general. The participants evaluated the 

questions regarding to the aspects with a score. The score range follows the rules of a 

forced choice Likert scale, which ranges from (1) strongly disagree to (5) strongly 

agree. Additionally, we evaluated the influence of the AI assistant’s predictions on the 

graders’ decisions by showing participants 2 correct and 1 incorrect point predictions 

of the AI assistant for each XAI method, i.e., one-third of the AI assistant’s point 

prediction was incorrect. 

71 participants (36 female, 35 male) filled out our questionnaire. The participants of 

our user study were professors, lecturers, and teachers between 24 and 65 years old who 

participated free of charge. Most are employed at our university. But some are 

professors and lecturers at other universities or teachers in schools. We appreciate these 

distributions as it was important to us to get feedback from different people. 

5 Experiments and Results 

In this section, we will describe the results of our study in which we examined the 

XAI methods with regard to the aspects trust, informative content, speed, consistency 

and fairness, fun, comprehensibility, applicability, use in exam preparation, and in 

general. In addition, we investigated how strong the influence of the XAI method is on 

the grader’s score—when the AI’s prediction is correct and when it is not. 

5.1 Trust 

We asked the participants in our questionnaire if they based their evaluation on the 

AI assistant. The goal was to find out how much trust the participants have on the AI 

assistant depending on the XAI method. Figure 9 illustrates the feedback on the trust. 

On average, the highest trust is on Points+matching positions (3.30), followed by 

Confidence+similar answers (2.94), Confidence (2.80), Relevance of words (2.71), and 

Points (2.46). 
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Fig. 9. Trust. 

5.2 Informative Content 

Figure 10 illustrates our evaluation in relation to the informative content of the 

suggested XAI methods. This time the averages are all above 3.00: Points+matching 

positions was rated on average with 3.57, Confidence+similar answers with 3.11, 

Relevance of words with 3.06, Confidence with 2.77, and Points with 2.60. 

 

 

Fig. 10. Informative Content. 
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5.3 Speed 

As illustrated in Figure 11, in the category speed with 3.70 Points+matching 

positions is again the best rated method. In comparison, the question if the AI assistant 

could help evaluate faster was rated only with an average score of 3.29 with Relevance 

of words, 3.17 with Points, 3.04 with Confidence+similar answers, and 3.03 with 

Confidence. 

 

 

Fig. 11. Informative Content. 

5.4 Consistency and Fairness 

Then we asked the participants in our questionnaire if the AI assistant could help 

evaluate more consistently and fairly. The background to this is that graders do not 

always agree on the allocation of points and are also influenced in their grading by 

external factors that do not directly relate to the quality of the student answer [26]. The 

results are demonstrated in Figure 12. This time, the averages are closer together: The 

highest value remains at Points+matching positions (3.44), followed by 

Confidence+similar answers (3.31), Relevance of words (3.24), Points (3.21), and 

Confidence (3.10). 
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Fig. 12. Consistency and Fairness. 

5.5 Fun 

We asked the participants in our questionnaire if the rating with the AI assistant 

would be fun using the selected XAI methods. The results are shown in Figure 13. We 

see that on average, the highest value is again achieved by Points+matching positions 

(3.76), this time followed by Relevance of words and Points (3.59). Then comes 

Confidence+similar answers (3.26) and Confidence (3.16). 

 

 

Fig. 13. Fun. 
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5.6 Comprehensibility 

Another goal of our survey was to find out how comprehensible the XAI methods 

are. Therefore, our participants were asked if they were able to verify the 

recommendation of the AI assistant. Figure 14 illustrates the evaluation with regards to 

comprehensibility. Here, Points+matching positions (3.83), Relevance of words (3.76), 

and Points (3.61) are ahead on average. Confidence+similar answers (3.34) and 

Confidence (2.89) seem to be more difficult to understand on average. 

 

 

Fig. 14. Comprehensibility. 

5.7 Applicability 

The distribution in averages that we see in comprehensibility is also seen in 

applicability as shown in Figure 15: The highest value remains at Points+matching 

positions (3.79), closely followed by Relevance of words (3.67), and Points (3.59). 

Confidence+similar answers (3.31) and Confidence (3.11) make up the tail. 
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Fig. 15. Applicability. 

5.8 Use in Exam Preparation 

While the focus of the questions so far was on the use of XAI methods for the support 

of graders, XAI methods can also help learners prepare for an exam. Consequently, we 

asked our participants for each XAI method if they think that it is useful for learners as 

well. Again, Points+matching positions (3.41), Relevance of words (3.39) and Points 

(3.33) are close to each other. Again Confidence+similar answers (3.14) and 

Confidence (2.96) bring up the rear. 

 

 

Fig. 16. Use in Exam Preparation. 
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5.9 General Evaluation 

The last aspect we asked about was how the XAI methods are evaluated in general. 

As illustrated in Figure 17, the trends are comparable as in the other aspects: With 3.94 

on average, Points+matching positions is rated as good. Then comes Relevance of 

words (3.57) with 10% less, followed by Confidence+similar answers (2.97), 

Confidence (2.80), and Points (2.54). 

 

 

Fig. 17. Use in Exam Preparation. 

5.10 Influence 

Finally, we investigated how strong the influence of the XAI method is on the 

grader’s score—when the AI’s prediction is correct and when it is not. We evaluated 

the influence by showing participants 2 correct and 1 incorrect point predictions of the 

AI assistant for each XAI method, i.e., one-third of the AI assistant’s point prediction 

was incorrect.  

Figure 18 visualizes the percentage of correct scored student answers by the graders 

and the average deviations from the correct score in the case of a correct point 

prediction by the AI assistant and in the case of an incorrect point prediction by the AI 

assistant for all tested XAI methods. With a maximum score to be obtained per question 

of 2 points, the deviations of the graders range between 0.20 points (Points+matching 

positions and relevance of words) and 0.28 points (Confidence), which is only between 

10% and 14%. For comparison, in the literature deviations of 15% between 2 graders 

are reported [17, 26], which shows that the tested XAI methods have no bad influence 

on the grading process. While in the case of a correct point prediction an average of 

75% to 98% of the assessments achieved the same score as the assigned reference score, 

in the case of an incorrect point prediction an average of between 45% and 70% 

achieved the same score as the assigned reference score. For points+matching 
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positions, which performed best in the previous questions, 89% graded correctly in the 

case of correct point prediction and 63% in the case of incorrect point prediction. One 

must keep in mind here that in our study, one-third of the AI assistant’s point prediction 

was incorrect. 

 

 

Fig. 18. Influence. 

6 Conclusion  

In this paper, we have investigated and evaluated different methods for 

explainability in ASAG. Our survey of over 70 professors, lecturers and teachers with 

grading experience showed that a clear majority of participants strongly agrees that it 

is important for them to understand how the AI reaches its expected scoring and their 

confidence in an AI grading support increases when it explains itself. Displaying the 

predicted points together with matches between student answer and model answer is 

rated better than the other tested XAI methods. Participants were asked if they agreed 

that the displayed XAI method helps for the aspects trust, informative content, speed, 

consistency and fairness, fun, comprehensibility, applicability, use in exam 

preparation, and in general. 

Table 3 summarizes the average Likert scores for each evaluated aspect of the best 

method (Points+matching positions). Here the positive tendency for this method is 

shown as the scores are between 3 and 4, where 1 means completely disagree and 5 

means completely agree. In addition, the relative improvement compared to the second-

best method in each of the aspects is demonstrated. The statistical significance was 

tested with the type I error 𝑝 = 2.5% with a Student’s 𝑡-test for paired samples with 𝑛 

= 71.  
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Table 3. Average Likert Scores for Points+matching positions over the evaluated aspects  

and rel. improvement to 2nd-best XAI method. 

Aspect ∅ Likert Score Improvement over 2nd-best XAI method 

trust 3.30 +12.2%* (Confidence+similar answers) 

informative content 3.57 +14.8%* (Confidence+similar answers) 

speed  3.70 +12.5%* (Relevance of words) 

consistency & fairness 3.44 + 3.9% (Confidence+similar answers) 

fun 3.76 + 4.7%* (Relevance of words / Points) 

comprehensibility 3.83 + 4.5% (Relevance of words) 

applicability 3.79 + 3.3%* (Relevance of words) 

use in exam preparation 3.41 + 0.6% (Relevance of words) 

in general 3.94 +10.4%* (Relevance of words) 

* statistically significant 

  

Additionally, we investigated how strong the influence of the XAI method is on the 

grader’s score—when the AI’s prediction is correct and when it is not. The deviations 

of the graders from the actual points ranged between 10% and 14%. For comparison, 

in the literature deviations of 15% between 2 graders are reported [7,27], which shows 

that the tested XAI methods have only little influence on the overall grading process.  

7 Future Work 

Our goal was to survey a large representative group of teaching staff consisting of 

professors, lecturers and teachers with exam questions, student answers and model 

answers that are understandable for all participants. Therefore, we did not make an 

analysis of the individual lecturers’ experience, subjects taught, performance at 

different difficulty levels, etc. This could be investigated in more detail in a future 

analysis. 

Due to the very high performance of point prediction and the good results of the 

XAI methods in our survey, we plan to use ASAG together with the best XAI method 

at our university. In addition to grading, ASAG can also be used for exam preparation 

with an app or in online learning [28]. Consequently, future work may include to 

analyze the use of our XAI methods in interactive training programs to prepare students 

optimally for exams. Since in our study we considered the ASAG model as a black box 

model and produced explainability with another model, a graders’ support by the direct 

interpretation of the complex ASAG models could be also investigated. 
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