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Abstract. More and more educational institutions are making lecture videos 

available online. Since 100+ empirical studies document that captioning a video 

improves comprehension of, attention to, and memory for the video [1], it makes 

sense to provide those lecture videos with captions. However, studies also show 

that the words themselves contribute only 7% and how we say those words with 

our tone, intonation, and verbal pace contributes 38% to making messages clear 

in human communication [2]. Consequently, in this paper, we address the 

question of whether an AI-based visualization of voice characteristics in captions 

helps students further improve the watching and learning experience in lecture 

videos. For the AI-based visualization of the speaker's voice characteristics in the 

captions we use the WaveFont technology [3,4,5], which processes the voice 

signal and intuitively displays loudness, speed and pauses in the subtitle font. In 

our survey of 48 students, it could be shown that in all surveyed categories— 

visualization of voice characteristics, understanding the content, following the 

content, linguistic understanding, and identifying important words—always a 

significant majority of the participants prefers the WaveFont captions to watch 

lecture videos. 

Keywords: closed captions; subtitles; speech processing; natural language 

processing; digital humanities, AI in education. 

1 Introduction 

Access to education is one of people’s most important assets, and ensuring inclusive 

and equitable quality education is goal 4 of United Nations’ Sustainable Development 

Goals [6]. Distance learning, in particular, can create education in areas where there are 

no educational institutions or in times of a pandemic. There are more and more distance 

learning opportunities worldwide and challenges like the physical absence of the 

teacher and the classmates or the lack of motivation of the students are addressed with 

technical solutions like video conferencing systems [7] and gamification of 

learning [8]. The research area “AI in Education” addresses the application and 
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evaluation of artificial intelligence (AI) methods in the context of education and 

training [9]. For instance, it deals with sentiment analysis to classify students’ 

comments [10], natural language processing based tutoring systems [11], automatic 

short answer grading [12,13], recommender systems [14] or conversational AI systems, 

which optimally prepare students for their exams [15,16]. To overcome the linear 

structure of presentations and video lectures, [17] proposes to automatically generate a 

dialog system from slide-based presentations which can dynamically adapt to student 

requests. The capacity of the system is still limited, but its usefulness has already been 

confirmed by learners and lecturers alike.  

Even though AI-based approaches show considerable potential, video lectures—

along with classroom and online presentations—remain one of the dominant methods 

for conveying information. Since many educational institutions—public and private—

already provide lecture videos online, even small advances in improving the 

effectiveness of video lectures will have a big impact on learners' knowledge 

acquisition. As understanding the spoken word is not always optimal due to a noisy 

recording (lecturers are not professional sound engineers), noisy environment of the 

viewer (e.g., on a train), or due to temporary or permanent disabilities, subtitling and 

captioning are used1. In addition, more than 100 empirical studies document that 

captioning a video improves comprehension of, attention to, and memory for the 

video [1]. However, conventional captions and subtitles have not evolved for decades. 

They still reflect what is spoken—not how it is spoken—i.e., no information about 

loudness, intonation, pauses, lengths, and emotions. We believe that potential is not 

being exploited here, as studies show that the words themselves contribute only 7% and 

how we say those words with our tone, intonation, and verbal pace contributes 38% to 

making messages clear in human communication [2]. Consequently, in this paper, we 

address the question of whether an AI-based visualization of voice characteristics in 

captions helps students further improve the watching and learning experience in lecture 

videos.  

In the next section, we will present the latest approaches of other researchers to 

captioning and subtitling, as well as to the visualization of non-textual information, 

such as an utterance’s emotion or prosody. In Section 3 we will introduce our 

technology WaveFont which we use to map acoustic features to font characteristics. 

Section 4 will describe the experimental setup for our user study. The study and the 

results are outlined in Section 5. We will conclude our work and suggest further steps 

in Section 6.  

 
1 In this research we refer to interlingual translation as subtitles and transcription in 

the same language as captions. 
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2 Related Work 

Several studies show that educational videos should meet some requirements—be of 

shorter length, contain high quality image and text components, etc. [18,19]. The effect 

of captions and subtitles in those videos is described as supporting the understanding 

of thematic content as well as improving literacy and language skills [20,21,22,23]. 

[24] and [25] report that particularly in the university context students prefer videos 

with captions.  

Studies which focus on captioning and subtitling in general are concerned with their 

placement and design [26,27]. An eye-tracking study indicates that these parameters 

can affect reading time and the visual perception of the image [28]. Traditional captions 

and subtitles are limited to telling the audience what is merely being said instead of how 

it is being said [29]. These methods do not present information beyond verbatim 

dialogue such as emotional expressions [30] and can lead to communication problems 

for the receiving audience [31]. Consequently, some studies assert the benefits of 

captions for the viewers, to make the material more understandable to them [32]. 

[3] state that creative captions and subtitles can benefit a wide range of people, not only 

deaf and hard-of-hearing. [33] investigates the use of creative subtitles through emojis 

and emoticons as well as reports that its use furthers the function of standard subtitling, 

allowing for tone of voice and emotions to be conveyed to the target audience.  

To improve comprehension and to include non-textual information, such as emotion 

or prosody in an utterance, into a visual representation, [3] propose Voice-Driven Type 

Design (VDTD). It adjusts the shape of each single character according to particular 

acoustic features in the spoken reference. The motivation of a phoneme-to-grapheme 

adaptation is to better represent the characteristics of how it has been spoken besides 

what has been spoken. VDTD maps the three acoustic properties loudness, speed and 

pitch to the vertical stroke weight, horizontal stroke weight, and character width. 

[31] investigate how visual coding of prosody (bolded if louder, squished—what we 

refer to as narrow—if faster, etc.) can help children improve reading prosody. They 

found that coding verbal information can create an intuitive representation of speech’s 

expressiveness. [34] exploit variable font technology to visualize voice characteristics 

at the syllable level and use letter slant to indicate prosody. They report that 

“participants’ responses are highly consistent, indicating that it is indeed plausible to 

use typographic modulations as a way of representing speech expressiveness, or simply 

prosody”. In another study [35], they report that when an example of their voice-

modulated typography was shown along with two alternative sounds, participants 

correctly identified the original sound with an accuracy of 65%.  

To the best of our knowledge, the first technology to visualize voice characteristics 

in captions is WaveFont [4,5]. WaveFont uses methods from automatic speech 

recognition, signal processing, machine learning, subtitling and typography to render 
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characteristics automatically and intuitively from the voice in captions. In the next 

section we will motivate our visualization and present our pipeline to generate 

WaveFont captions. 

3 AI-based Visualization of Voice Characteristics in Captions 

Our WaveFont visualization of the voice characteristics for video captions is at the word 

level, i.e., for each word, the average values of volume and length are used to decide 

which font to use to represent the whole word. It was very important for us to present 

the characteristics of the voice as intuitively as possible so that the viewer does not have 

to think long about how to interpret the visualization. Our previous analyses have 

shown that with captions, the word level is preferred to the character or syllable level 

since viewers see each caption only briefly and therefore have only a short time to 

interpret the visualization. Furthermore, although a representation of pitch is possible 

with our technology, we omit it as an additional visualized voice feature in our captions. 

The reasons are that previous studies have demonstrated that there is no clear agreement 

about the visualization of pitch in the typeface, pitch plays a subordinate role to the 

viewers compared to loudness and speed, and we do not want to overwhelm them with 

information. Consequently, we investigated different mappings and decided to map the 

voice to the character shape as follows: 

• Loudness: Producing loudness in speech amplifies the signal and is usually 

used to attain the attention of a listener. To have the attention of the reader, 

bolder text is commonly used since it makes it easier and more efficient to 

scan the text and recognize important keywords [36]. Therefore, we use a thin 

font for quieter words and a bold font for louder words. 

• Speed: The processes of information transfer with speech and reading happens 

within a time period. A reader usually jumps from a part of a word to the next 

part of a word [37]. Increasing the character width extends this scanning 

process of the eyes. Thus, we map the speed of the utterance to the character 

width: We use a narrow font for fast words and a wide font for slow words. 

Our mapping is universally understood across cultures, while this is not the case for 

emojis and emoticons which may convey several meanings [33]. For aesthetic reasons 

the different fonts are chosen from the same font family. On the one hand, we aim not 

to have too extreme differences between the fonts, so that the typeface does not look 

too restless. On the other hand, the fonts need to be different enough to be easily 

recognized—even by inexperienced viewers on a small screen. 
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Fig. 1. WaveFont captions. 

Figure 1 shows excerpts of Martin Luther King Jr.'s speech and of a German lecture 

video with WaveFont captions. The combination of the two visualizations for loudness 

and speed results in four classes. Figure 2 summarizes the mapping of the acoustic 

characteristics loudness and speed to its visual representations stroke weight and 

character width in our four classes. 

 

  

Fig. 2. Mapping speech characteristics on text formatting. 

To generate WaveFont captions, we use a video and the corresponding caption file 

as input and apply the following steps [5]: 

1. Extraction of the audio track from the video. 

2. Segmentation of the audio track into smaller audio files containing spoken 

utterances based on the time information (start time and end time) of each 

caption. 

3. For each audio speech segment: Automatic forced alignment process, which 

takes the text transcription of the audio speech segment and provides the start 

and end time of each word in the speech segment. 

4. Acoustic feature extraction: Provides feature values of loudness and speed of 

each word. Loudness is based on the signal power. The feature values which 
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represent the speed of each spoken word are computed based on the number 

of characters and the duration of the uttered word.  

5. Mapping of acoustic features to font classes based on thresholds. 

6. Type design: Based on the content of the original subtitle file a new subtitle 

file is produced that contains font definitions according to the mapped font 

classes. 

A detailed technical description is given in [3,4]. A benefit is that our technology 

can be ported to new languages and writing systems. For example, in [5], we describe 

how we adapted the system to Arabic. 

4 Experimental Setup 

In this section we describe the experimental setup of our study, which we conducted 

with a questionnaire. 

4.1 Study Design 

In order to ask questions about the two types of captions, we showed the participants 

footage from lectures with standard captions and with WaveFont captions at the 

beginning of the questionnaire. To get a representative lecture video for this purpose, 

we created a 1:46 minute compilation of excerpts from 7 lecture videos which were 

provided by the Digital4Humanites project2. The selected video snippets meet different 

criteria in terms of format and content: They are screencasts, slidecasts or animation 

videos and either address a theoretical treatise, the use of a software or an application. 

Six of the videos are in German and one in English. Furthermore, they cover various 

(digital) humanities subject areas: digital image measurement, museum data research, 

linguistics, 3D digital reconstruction, and general data-based skills for students. Our 

video compilation consists of an upper part where the lectures’ video snippets are 

shown with standard captions and a lower part where the same snippets are shown 

simultaneously with WaveFont captions. This has the following advantages: (1) In 

contrast to having two separate videos, we exclude that participants watch the video 

with standard captions longer than the video with WaveFont captions or vice versa, 

which could influence the feedback. (2) The participants do not have to watch our video 

compilation twice, which would prolong the participation in our survey and could 

possibly lead to a decrease in the participants’ motivation. (3) We enable a direct 

comparison of both visualizations. 

In order to guarantee the participants the sole focus on the captions’ visualization 

and a fair comparison, it was important to us that the standard captions and the 

WaveFont captions contain the same captions in terms of content and that these were 

created according to the best possible subtitle standards. Consequently, when we 

created the captions, we sticked to the German subtitle standards from ARD and ZDF3 

 
2 BMBF funding number: 16DHB3006; running time 1.1.2020–31.12.2022. 
3 http://www.untertitelrichtlinien.de 
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for the captions of the German lecture videos and to the BBC Subtitle Guidelines4 for 

the English lecture video. 

Our questionnaire was provided in German and English and consisted of a section 

where we asked for socio-demographic data, a section with general questions about the 

use of captions, and a section where we asked participants to compare standard and 

WaveFont captions in the categories visualization of voice characteristics, 

understanding the content, following the content, linguistic understanding, and 

identifying important words. The participants evaluated the questions with a score. The 

score range follows the rules of a forced choice Likert scale, which ranges from (1) 

strongly disagree to (5) strongly agree. 

4.2 Participants 

48 participants (23 female, 23 male, 2 diverse) filled out our questionnaire. The 

participants were students or former students at public or private universities and 

technical colleges, most of whom were between 18 and 44 years old and all participated 

free of charge. They represent students from a variety of disciplines, such as law, 

economics and social sciences, engineering, humanities, design and art as well as 

mathematics and natural sciences. Most of them have a high proficiency in the German 

language. But some participants are foreign students who do not speak German that 

well but are enrolled in German universities and listen to German lectures. 50% 

accessed our questionnaire via laptop or PC, 50% with their smartphones. We 

appreciate these distributions as it was important to us to get feedback from different 

people representing the target group who watch lecture videos. 

5 Experiments and Results 

In this section, we will describe the results of our study in which we compared standard 

captions to WaveFont captions with regard to the categories visualization of voice 

characteristics, understanding the content, following the content, linguistic 

understanding, and identifying important words. In addition, we will investigate for 

which applications standard and WaveFont captions have potential. 

5.1 Visualization of Voice Characteristics 

After the participants watched our 1:46 minute compilation of lecture videos, we asked 

them in our questionnaire if standard captions (standard) or WaveFont captions 

(WaveFont) visualize the characteristics of the lecturer’s voice (e.g., loudness, lengths, 

pauses) better for them. Figure 3 illustrates their feedback. The blue pieces in the pie 

chart represent the proportion of participants who find standard better for this category. 

The green pieces represent the proportion who prefer WaveFont. As demonstrated in 

the figure, exactly half of the participants state that WaveFont shows them the 

 
4 https://bbc.github.io/subtitle-guidelines 
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characteristics of the voice much better. In addition, 27% indicate that WaveFont 

demonstrates these properties better. 15% let us know that standard visualizes the voice 

characteristics better and 0% that it shows these characteristics much better. 8% did not 

indicate a favorite method. Totally, in this category, 63% are more convinced of 

WaveFont than of standard. 

 

Fig. 3. Visualization of Voice Characteristics. 

To get a better understanding if participants understand the concept of WaveFont, 

we asked if the participants find the visualization of loudness, the visualization of speed 

and finally the joint visualization of loudness and speed (loudness+speed) 

comprehensible. As illustrated in Figure 4, the visualization of loudness (3.90) was very 

well understood. Participants had more trouble understanding the visualization of 

speed (3.54), which is above the average score, indicating that it is still an adequate 

representation. The joint representation (loudness+speed) reduced comprehension 

(3.38). 
 

 

Fig. 4. Comprehensibility of loudness, speed, and loudness+speed. 
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However, when we asked if the participants agree that they assume to understand 

WaveFont with more practice even better, the majority agrees with an average of 4.19 

in our 5-Likert scale as shown in Figure 5. 

 

Fig. 5. Assumption of improved WaveFont comprehension with more practice. 

In free text fields of the questionnaire, 4 students suggested using emojis and colors 

for the visualization of voice characteristics as well as including the lecturer's talking 

head (picture-in-picture). We do not consider these suggestions useful for the following 

reasons: While the representation of loudness with the stroke weight and of speed with 

the character width is intuitive [36,37], the interpretation of emojis depends on the 

cultural backgrounds, context, and individual characteristics [28]. The use of different 

colors in captions and subtitles already indicates different speakers in the BBC Subtitle 

Guidelines for English. In addition, the lecturer's talking head cannot always be faded 

in, e.g., not if it obscures important visual components or if the screen is too small. 

5.2 Preferences 

Figure 6 shows the participants' preferences with regard to captioning in lecture videos. 

For most students, WaveFont is the first choice. standard is chosen as second priority 

and no captions as third priority. The fact that more students prefer captions than no 

captions confirms the findings on educational videos described in [1]. The fact that the 

students favor WaveFont, which is more differentiated compared to standard, indicates 

that they like the advantages of visualizing loudness and speed using the typeface. The 

results of our more detailed analysis of acceptance are described in Section 5.3–5.6. 

 

Fig. 6. Preferences in terms of captions in lecture videos (1st, 2nd, 3rd priority). 
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In addition to the general preference, we asked under which conditions the students 

find the use of standard or WaveFont in lecture videos particularly important. We 

received feedback that standard and WaveFont are particularly preferred when the 

sound quality of the video is poor, when there is background noise, when the lecturer 

speaks a language of which the students are not native speakers, and when the lecturer 

has a poor speaking style. 

5.3 Understanding the Content 

Since in lectures it is important that students understand the content as best as possible, 

we asked the participants if standard or WaveFont helps them more or even much more 

to understand the general content of the lecture video and specifically what the lecturer 

is saying in terms of content. 

As shown in Figure 7 (a), 25% reported that standard helps them more with the 

general content understanding and 6% indicated that standard helps them even much 

more. In contrast, 27% ticked off that WaveFont helps them with understanding the 

content more than standard and even 29% that WaveFont helps them much more. 13% 

were not sure. In total, WaveFont convinced 56% of the participants in this category 

which is 25% more than those who think that standard is more helpful in this category. 

As visualized in Figure 7 (b), more participants (21%) were not sure about the second 

question. But again, the majority (21%+29%) voted that WaveFont helps them more or 

much more than standard to better understand what the lecturer is saying in terms of 

content which is 21% more than those who voted for standard. 

 

    

(a) understand lecture videos’ content  (b) what lecturer is saying about content 

Fig. 7. Content understanding. 

5.4 Linguistic Understanding 

In addition to content understanding, it was important for us to find out which method 

helps the students more in terms of linguistic understanding. We wanted to figure out 

whether standard and WaveFont help students better grasp linguistic aspects of the 

lecturer's spoken language, such as grammar and pronunciation. Figure 8 demonstrates 
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that in this category even more welcome WaveFont with 63%. The support provided 

by the visualization of the voice characteristics is particularly evident in the fact that 

38%—i.e., 9% more than with content understanding—report that WaveFont helps 

them much more. Only 27% (23%+4%) report that standard helps them more and much 

more. 10% choose neither standard nor WaveFont. 

 

Fig. 8. Linguistic understanding. 

5.5 Following the Content 

Figure 9 illustrates our evaluation of whether standard or WaveFont helps them more 

or even much more to follow the content of the lecture. This time, slightly more 

participants reported that standard helps them follow the content more (27%) and much 

more (10%) than WaveFont. However, 27% indicated that WaveFont helps them with 

understanding the content more than standard and the same percentage that WaveFont 

helps them much more. 8% were not sure. Again, WaveFont convinced with 54% more 

than half of the participants in this category which is 17% more than those who prefer 

standard in this category. 

 

Fig. 9. Following the content. 
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5.6 Identifying Important Words 

Furthermore, we investigated if our AI-driven WaveFont technology helps students 

better recognize words which are important to the lecturer. As illustrated in Figure 10, 

the support provided by the visualization of the speaker’s voice characteristics is 

particularly evident in the large majority of 83% reporting that WaveFont helps them 

more (27%) and much more (56%). Only 10% report that standard helps them more 

and 0% that it helps much more. Only 6% were not sure. In this category WaveFont 

outperforms standard by 73% which is significantly better than in the other categories. 

 
Fig. 10. Identifying important words. 

5.7 Further Applications 

Finally, we wanted to find out in which other applications the use of WaveFont has 

potential. When asked where the participants would like to see WaveFont, we got 

different answers as visualized in Figure 11. Use cases where more than 30% of the 

participants agree are: Live broadcasts, social media, video-on-demand, and videos on 

websites. In a past study in Arab countries, we also asked this question [5]. In that study, 

more than 30% of the participants agreed on the following use cases: Video-on-

demand, TV, social media, live broadcasts, and TV sets in public places. This shows 

that there are similarities in the desired use cases between a group of people who are 

oriented towards German culture and a group of people who are more oriented towards 

Arabic culture, but also cultural differences. 
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Fig. 11. Applications. 

6 Conclusion and Future Work 

In this paper, we have demonstrated that an AI-based visualization of voice 

characteristics in captions helps students improve the viewing and learning experience 

in lecture videos. For the AI-based visualization of the lecturer's voice characteristics 

in captions, we used our WaveFont technology [3,4,5], which processes the speech 

signal and intuitively displays loudness, speed, and pauses in the subtitle font. In our 

survey, the AI-based visualization of speech features outperformed standard captions 

since it helps students visualize speech features, understand the content, follow the 

content, in linguistic understanding, and identify important words. When we asked if 

the participants agree that they assume to understand WaveFont with more practice 

even better, the majority agrees with an average of 4.19 in our 5-Likert scale.  

Based on this good prediction, we would like to analyze the learning effect in future 

work in more detail, e.g., with time measurements, measuring cognitive load, eye 

tracking and with targeted questions about the content of video lectures. Thereby, we 

also plan to investigate the effect of language acquisition for non-native speakers. 

Moreover, it is interesting to analyze the effect of WaveFont captions on learning styles. 

On the one hand, visual learners are good at using vision to obtain information, and 

their information processing channels tend to use visual channels and are more inclined 

to use pictures to represent information and thoughts. Verbal learners, on the other 

hand, are good at using auditory information to obtain information, and their 

information processing channels are more likely to use auditory channels and more 

inclined to use words to present information and thoughts [39]. 
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