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- Introduced in 2017 by Vaswani et al.

- Self-attention mechanism: allows the network to weigh the

importance of different input features

- Consists of an encoder & a decoder

encoder: takes the input sequence and produces a sequence of

hidden states

decoder: takes output & generates a target sequence

- Approaches: Omelianchuk et al. (2021): Text Simplification by

Tagging (TST); Truica et al. (2022): Simplex

TRANSFORMERS

Figure 1: simple representation of how transformers work; own illustration
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 G     ‘ Flan-T5-Base

 64 languages

 8 epochs

 3 tasks: Translate, Summarize, Paraphrase

- ASSET corpus

- Training set: 1,000 sentences & its translations to enrich training data

- Test set: 500 sentences & its translations to evaluate our 5 languages

- Validation set: 25% of training set

- Target: English, German, Portuguese, French, Spanish

- Translated with Google Translate API

- Trained with a total of 40 languages / 40,000 sentences

SPECIFICATIONS OF MY
EXPERIMENTAL SETUP

Sources: Alva-Manchega et al. (2020), Chung et al. (2022) 

Model

Data

Languages
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ALL RESULTS

Table 1: Baseline systems vs. Best systems and relative change; source: Schlippe and Eichinger (2023) 
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- 105 participants

- Compare my model to Op  A ‘ ChatGPT

- 5 English & German sentences from university scripts in social 

sciences

- 5 criteria:

- Content

- Fluency

- Comprehensibility

- Grammar

- Simplification

HUMAN EVALUATION - SETUP
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HUMAN EVALUATION – RESULTS

Sources: Hirsh and Narion (1992), Krashen (1988), Louwerse et al. 
(2007), Paetzold and Specia (2016)

Table 2: Scores in each category for the English simplifications with the relative change; source: own results 

Table 3: Scores in each category for the German simplifications with the relative change; source: own results 
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- Text simplification models can transform how people engage with complex texts

- cross-lingual training in text simplification models can improve performance, particularly

in low-resource scenarios

with only 1,000 training sentences and a translator API I created a corpus consisting of

40,000 sentence pairs

- Effectiveness of cross-lingual training may vary based on the target language

- Our model outperformed Op  A ‘ ChatGPT during human evaluation

CONCLUSION
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FUTURE WORK
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