A First Speech Recognition System For Mandarin-English
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1. Challenges 4. Code-Switching Acoustic Models 6. Language Identification (LID)
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2. SEAME Corpus + bMMIE
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Voice activity detection: 5.88% Frame Error Rate
Two languages LID: 16.64 % FER, Others: 7% FER

5. SMT-based Language Modeling
7. LID integration into Decoding

Multistream approach
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* LID decision tree, LID weight = 0.1
* MER: 36.5 % (Oracle experiment: 34.4 % MER)

3. Baseline system
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sentences 8. Conclusion

* 143 MFCC (adjacent frames) - 42 (LDA)
* HMM — GMM, SAT + bMMIE training
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°* CMU EN dictionary + MAN dictionary + * Analysis of approaches to decide which segments to translate __
-> based on the code-switch behavior in the SEAME training transcriptions _—

pronunciation variations (rules-based) (simple Search&Replace, replacement only if segment occurs at least twice, using

* n-gram LM:Linear interpolation of CN LM and EN LM information of Trigger Words and Trigger POS tags, adapt frequency of code-switch + CS AM
segments, combinations)

with LM trained with CS transcriptions . Best approach:
* OOV rate: 1.21%, PPL: 489.4 Set maximum number of replacements per segment, based on the segment frequency in + LID Integration 36.5
the SEAME training text
® -
2-pass system (CMLLR + MLLR) > Improvement in MER by 0.2% absolute -> MER: 36.9% _—
* MER: 37.3% - Small improvement due to little data for reliable estimates of code-switch behavior for

our approaches (48k utterances in SEAME training text)
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