
1. Overview 
• GlobalPhone: multilingual database with high quality read speech  
  with transcriptions and pronunciation dictionaries in 20 languages  
• More than 400 hours transcribed audio data, 2000 native speakers  
• Excellent basis for multilingual speech processing  
 (Speech Recognition, Speech Synthesis, Speaker ID, Language ID) 
• Benchmark numbers and language models available 
 Links: http://csl.ira.uka.de/GlobalPhone 
 

ICASSP 2013       –       The 38th International Conference on Acoustics, Speech, and Signal Processing 

GLOBALPHONE: A MULTILINGUAL TEXT & SPEECH DATABASE IN 20 LANGUAGES 
Tanja Schultz, Ngoc Thang Vu, Tim Schlippe 

tanja.schultz@kit.edu 
 

Effort (# rules) and quality using cross-lingual rules 

2. The GlobalPhone Corpus 
Language Coverage 
• Covers Europe, Africa, America, Asia  
• Large variety of language peculiarities  
   relevant for Speech & Language processing 
• Phonetic characteristics, phonotactics 
• Writing systems, word segmentation  
• Morphological variations 

Data Acquisition 
• Recorded in countries where the language  
   is officially spoken, native speakers 
• Two batches: 1996 – 1997, 2003 – 2013 
• Read speech, National news articles (web) 
• Quiet environmental conditions  
• High quality, Close-speaking microphone 
• 16bit PCM encoding, 16kHz, mono quality 
• Validated transcripts 
• Information on speakers, sessions, etc. 

 
 

 
   

4. GlobalPhone Dictionaries  
 
 
 
 
 

 
 
 
 
 
 

  

6. Speech Recognition Systems 
 

• State alignments using multilingual phone inventories   
• Bottle Neck features trained with multilingual (12) MLP  
• Traditional 3-state HMMs 
• 500 – 3,000 quintphones  
• Data-driven tone modeling  
   (Hausa, Mandarin, Thai,  
   and Vietnamese) 
• Vowel length modeling  
   (Hausa) 
• Error Rates (word/syllable) 
   on 19 languages 

5. GlobalPhone Language Models  
 
 
 
 
 

 
 
 
 
 
 

3. Rapid Language Adaptation Toolkit (RLAT) 
Provides innovative methods and interactive web-based tools to: 
• Develop speech processing components for new languages at low cost 
• Continuously harvest, normalize, and process text data from web 
• Create prompts for recordings, create vocabulary lists  
• Select appropriate phone sets for new languages efficiently 
• Automatically generate pronunciation dictionaries 
• Iteratively build and evaluate speech processing components 
Links: http://csl.ira.uka.de/rlat-dev 

* Word-based units (w), syllable-based (s), character-based (c)  
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